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ABSTRACT

Broadcast scheduling is a fundamental problem in wireldssog
networks. The objective of a broadcast schedule is to dedivees-
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1. INTRODUCTION

A wireless ad hoc network is a set of nodes which communi-
cate with each other using radio transmissions. Every nodkeei

sage from a given source to all other nodes in a minimum amount network has aransmission rangewhich is the maximum distance

of time. At the same time, in order for the broadcast to prdcee
as predicted in the schedule, it must not contain parablstmis-
sions which can be conflicting based on the collision andr-inte
ference parameters in the wireless network. Most existingkw
on this problem use a limited network model which accountg on
for conflicts occurring inside the transmission ranges efrthdes.
The broadcast schedules produced by these algorithmskate li
to experience unpredictable delays when deployed in theankt
This is because they do not take into consideration otheotitapt
sources of conflict in parallel transmissions, namely therfar-
ence range and the carrier sensing range. In this paper veéogev
a conflict-aware network model, which uses these paramaters
increase the probability of scheduling conflict-free traissions,
and thereby improve the reliability of the broadcast schedwe
present and prove correctness of a constant approximalos a
rithm for minimum-latency broadcast scheduling under ties-
work model. We also present a greedy heuristic algorithniHer
same problem. Experimental results are provided to et
performance of our algorithms. In addition, the algorithans an-
alyzed to justify their performance trends.
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where the node’s signal can be correctly received. In wieeteet-
works, only nodes which are within the transmission rangeach
other can communicate directly. Nodes which cannot reach ea
other directly must use intermediate nodes for routingrthess-
sage. Ad hoc networks can operate without a centralizedaltert
The inherently distributed nature of the wireless nodeoéhices
many intriguing and challenging research problems that hebe
tackled when designing applications on these networks.

One fundamental operation in wireless networks is broadtas
is a common operation used in a variety of network applicatio
The objective of the broadcast operation is to deliver a agess
from a single source node to all the other nodes in the network
Typically, the area of a wireless ad hoc network is largen ttiee
transmission range of any individual node. Therefore yiagrout
the broadcast in general involves relaying the messagetésnie-
diate nodes. This necessitates computing a broadcastgeh@&tie
broadcast schedule determines which nodes must trangmitehb-
sage and at what times. It is computed beforehand for anyonketw
topology and then subsequently used when message braadoast
required. Thébroadcast latencys defined to be the time by which
all the nodes in the network have received the message. We are
interested in producing an optimal broadcast scheduletwhiai-
mizes the broadcast latency. All applications which relybovad-
casting can directly benefit from such optimization. Braeiing
is also an integral part of many distributed protocols andimiz-
ing the time required for broadcasting can improve the perémce
of such protocols.

The broadcast nature of the wireless medium makes it pessibl
to use a single transmission by any node to inform all therothe
nodes within its transmission range. On the other hand stuise
broadcast nature can cause two parallel transmissiong thuéato
collision and interference. We call such parallel transiniss to be
conflictingwith each other. A broadcast scheduling algorithm must
avoid scheduling parallel transmissions which are vesfyiko fail
based on the collision and interference parameters of theless
network in which they operate. In this paper we study the lgrob
of minimum-latency broadcast scheduling while taking thieri-
ference range and carrier sensing range parameters irgoragso
that we can avoid scheduling conflicting parallel transioiss

The remainder of this paper is organized as follows. In $a@i
we develop the notion of conflict-aware communication arttira
our contributions. Section 3 details related work. Secfipnesents



a more formal definition of the problem. A constant approxiora
algorithm and its analysis are discussed in Section 5. @eé@i
presents the heuristic algorithm. The performance of thershms
is evaluated experimentally through simulations in SecfioFinal
conclusions are drawn in Section 8.

2. CONFLICT-AWARE COMMUNICATION

In this paper we consider the following sources of pote ibe-
flicts in parallel transmissions.

2.1 Types of Conflictin Parallel Transmissions

Two parallel transmission can be expected to succeed athigyf
avoid all following types of conflict:

Type 1. Collision at Receiverlf a node is within the transmission
range of two or more transmitting nodes, it cannot correctly
receive either of the messages.

Most approximation algorithms and heuristic algorithme-pr
sented in existing work on this problem [6, 9] address only
this type of conflict. We denote an algorithm which avoids
Type 1 conflicts to beollision-aware

Type 2. Interference at Receivelf a node is within thenterfer-
ence rangef a transmitting node, it cannot correctly receive
a message from any of its neighbors.

Itis well known that wireless nodes have interference range
larger than their transmission ranges. The interferenugera

of a node is the maximum distance where the node’s signal

causes enough interference to affect the correct recepfion

a parallel transmission. The interference range is a parame

ter which is estimated from the protocol, network topology,
and the environment. The only work so far to include the in-

terference range in computing the broadcast schedule is the

algorithm proposed by Chen et. al. in [1]. We denote an
algorithm which avoids Type 2 conflicts to lterference-
aware Notice that every Type 1 conflict is also an instance
of a Type 2 conflict.

Type 3. Contention at Sendetf a node is within thecarrier sens-
ing rangeof another transmitting node, it cannot transmit a
message to its neighbors.

Distributed Medium Access Control (MAC) protocol is of

great importance in coordinating medium access in wireless

ad hoc networks. While there are different distributed MAC
protocols for wireless networks, the widely-used MAC pro-
tocols are variations of the Carrier Sensing Multiple Asces
(CSMA) protocol. The ubiquitous IEEE 802.11 MAC proto-
col adopts CSMA with Collision Avoidance (CSMA/CA) to

achieve distributed medium access control as well. In CSMA

systems, &arrier sensing rangés set in the wireless nodes

to guide them on how to share the wireless medium. If a node

senses another transmitter’s signal inside its carriesisgn

range, it is expected to refrain from occupying the channel.
The ultimate goal of the CSMA protocols is to decrease the

likelihood of collisions at receivers by using the carriens-

ing range to regulate the transmitters. Since the CSMA pro-

tocol is widely used in wireless networks, it is useful to€on

sider the effect of carrier sensing mechanism in our algo-

rithm. Moreover, the broadcast scheduling algorithm isegui
likely to be employed as part of a larger algorithm which

We denote an algorithm which avoids all the above types of con
flicts to beconflict-aware

Figure 1 shows examples of transmissions which exhibiediff
ent types of conflicts. In this figure, only the transmissiange
(shaded region), the interference range (middle disc) tlamdar-
rier sensing range (outer disc) of nodgst; are shown. We denote
a transmission from nodeto noder by “¢ — r”. The main trans-
mission in this figure isty, — ro”. All the other transmissions
shown are conflicting with this main transmission. Transiois
“t1 — r1” suffers from Type 2 conflict because is within the
interference range af. Transmissiont> — r2” shows another
example of Type 2 conflict because @fandro,. An example of
Type 3 conflict is shown withts — r3”. Finally, “t4 — r4"
exhibits all three types of conflicts withig' — 70"

\r3

Figure 1: Examples of conflicting transmissions

Creating a completely realistic network model requiresstaber-
ing many more parameters and sources of failures in wiretass
munications, even in the absence of parallel transmissibliosv-
ever, the interference range and the carrier sensing razge d
considerable impact on the operation of any algorithm ireless
networks, and this is why they are included in our study.

2.2 Our Contribution

We study the problem of computing a conflict-aware minimum-
latency broadcast schedule which considers all types dficoim
parallel transmissions, as introduced in Section 2.1. \eige a
solution to this problem for wireless networks where therifer-
ence ranges and carrier sensing ranges of nodes are differen
their transmission ranges. We assume all the nodes to hacpah
transmission range, an equal interference range, « > 1, and
an equal carrier sensing range, 3 > 1. We propose an ap-
proximation algorithm which is guaranteed to generate adicast
schedule whose latency is within a constant ratio of thenugti
solution. To our best knowledge, it is the only approximatad-
gorithm presented so far which considers the interfereacge or
the carrier sensing range. We also present variations ofidgstie
algorithm which can produce near-optimal schedules. Sitiar
results show that these algorithm outperform existing ritlgms.

3. RELATED WORK

Wireless networks are usually modeled using graphs. [Riffer
graph models have been proposed for this purpose. Commonly,
vertices are used to represent nodes and edges are usedeto rep
sent the reachability of nodes from one another. Some papers
the radio network literature study the problem of minimwatehcy
broadcast scheduling under the general graph model. Howeve
for ad hoc networks, more restrictive graph models sucbiak

might need to fine tune the value of the carrier sensing range Graphs(DGs), andUnit Disk Graphs(UDGs) are more suitable.

in the network [5].

Disk Graphs model wireless networks whose nodes have eliffer



transmission ranges. Unit Disk Graphs are usually used walen

works have proved the NP-hardness of minimum-latency broad

nodes have equal transmission ranges. In both DGs and UDGs,cast scheduling under the more restrictive UDG model. Ihimdn

there is an edge from nodeto v if and only if v is located inside
the transmission range of DGs use directed edges in the general
form, but UDGs usually have undirected edges.

One of the earliest protocols suggested for broadcastidgra-
ticasting in ad hoc networks foding[8, 10]. In the flooding pro-
tocol, every node transmits the message to all its neigh&ibes
receiving it. Ni et al. [12] show that this protocol can leadsevere
contention, collision and retransmissions. This situatsoreferred
to as a broadcast storm.

Chlamatac and Kutten [3] study this problem in general gsaph
They present an algorithm which creates a collision-awavad>
cast schedule along a broadcast tree. They show that fdraaybi
graphs they achieve a broadcast latency withihn(n/R)?) times
the optimal latency, where is the number of nodes in the network
andR is the graph-theoretic radius of the network.

Gandhi, Parthasarathy, and Mishra [6] study the problem of
minimume-latency broadcast in directed Disk Graphs. Theat
a Dominating Set in the network and then use additional sargn
nodes to establish the connection between the nodes in the do
nating set to produce a broadcast tree. The broadcast delisdu
then formed along this broadcast tree. Their work is the fiest
per to prove a constant approximation ratio for minimunesaty
broadcast scheduling in directed Disk Graphs. We note ket t
algorithm can produce disconnected broadcast trees, lnyg fixe
problem does not affect their approximation ratio.

Scott et al. [9] present a more efficient solution to this peob
for UDGs. They prove a constant approximation ratio, howeve
they achieve a better constant compared to the work in [6kyTh

that many NP-hard problems, including Minimum Vertex Cover
Maximum Independent Set, and Minimum Vertex Coloring remai
NP-hard under the UDG model [4]. So, it is widely believedttha
collision-aware broadcast scheduling in UDGs is an NP-paot-
lem as well. However, proving NP-hardness remains an opan pr
lem. NP-hardness of conflict-aware broadcast schedulithgufe
from the NP-hardness of collision-aware broadcast schagiul

4. PRELIMINARIES

In this section we first introduce some notations and dedimsti
We then formulate the problem as well as the network model.use

4.1 Graph-Theoretic Definitions

This section introduces some notations and definitions used
other sections. Leff = (V, E) be an undirected graph. When we
need to differentiate between components of different ligape
denote the set of nodes and edgessiby V(G), E(G), respec-
tively. The subgraph off induced byU C V is denoted by [U].

G is said to be connected if for any two nodesv € V, there
exists a path betweanandv.

For any two nodes, v € V, d(u, v) denotes the Euclidean dis-
tance between, v. For any node:, N (u) denotes the set of neigh-
bors ofu. Thatis,N(u) = {v € V|(u,v) € E}. AsetT C V'is
said to be a cover foras& C V, if R C Uwer N (w).

An independent sef in G is a subset o such thatvu,v €
I, (u,v) ¢ E. AMaximal Independent Séf is an independent set
which is not a proper subset of any other independent set MiBy

create the schedule based on a Connected Dominating Se in th U is clearly a cover fob”\ U, since any uncovered nodec V' \U

network and broadcast the message layer by layer alongehis s
They use the geometric properties of UDGs to prove a lowenthou
of 16R — 15. They also extend Gasieniec et al.’s pipelined al-
gorithm [7] on arbitrary graphs to the UDG model to get a lower
bound of R + O(logR). This algorithm is based a standard node
ranking algorithm [13] assigning ranks to the nodes on tioadbr
cast tree. The node ranks guide the algorithm to performribeeds
cast in parallel in different layers of the network.

Unfortunately, none of the above-mentioned works condider
interference range or the carrier sensing range of theegsalodes.
Chen et. al’s paper [1] is the only work so far to study the in-

could be added t&, which would contradict its maximality.

Given a source node € V, the depth of any node i& with
respect tas is the minimum number of hops betwegandv. The
radius ofG with respect ta;, denoted byR, is the maximum depth
of all nodes inG with respect tos.

The minimum degree off is denoted by (G). The inductivity
of G is defined byd™(G) = mazycvd(G[U]). A proper node
coloring of G is an assignment of colors, represented by natural
numbers, to the nodes ¥ such that any pair of adjacent nodes
receive different colors. Itis well known that one is abl@toduce
a proper node coloring it using at most. + 6*(G) colors. This

terference ranges of the nodes. They include Type 1 and Type 2iS accomplished by using a smallest-degree-last ordefingdes

conflicts, and present an approximation algorithm with énotal
constant oD (a?), whereq is the ratio of the interference range to
the transmission range of the nodes. However, we could midyve
the correctness of their approximation ratio because ofesgaps
in [1, Lemma 4] and [1, Corollary 7]. Unfortunately, we weretn
able to bridge these gaps.

3.1 Hardness of Minimum-Latency Broadcast
Scheduling

Chlamatac and Kutten [2] prove that the problem of collision
aware minimume-latency broadcast scheduling is NP-hardbir a
trary graphs. The problem of collision-aware broadcasedating
can be reduced to the problem of conflict-aware broadcastsith
ing by settinge = 1, 8 = 1. Therefore, conflict-aware broadcast
scheduling is NP-hard in arbitrary graphs as well.

Gandhi, Parthasarathy, and Mishra [6] claim NP-hardness of ~qngition 1:d(

collision-aware broadcast scheduling on directed DiskpBGsaal-
though they leave out the proof due to lack of space. Chen et al
[1] show NP-hardness of interference-aware broadcaststihg
in DGs. However, to our best knowledge, none of the existing

and assigning proper colors to nodes in that particularrdfdg.

4.2 Network Model

We assume that all the nodes in the network have an equal trans
mission range, an equal interference range, and an equarcar
sensing range. Therefore, the network is represented by @ UD
G = (V,E). For all nodes it is assumed that the transmission
range is equal te, the interference range is equaldo, o > 1,
and the carrier sensing range is equabtos > 1. Two nodesu, v
are connected ity, iff d(u,v) <.

Two transmissionsti — r1” and “to — r” are said to be
parallel if they are scheduled in the same time slot. In ofder
such parallel transmissions to be non-conflicting, theytrausid
all three types of conflict discussed in Section 2.1. Morecpe
cally, all the following conditions must be satisfied:

t1,7r2) > ar
Condition 2:d(t2,71) > ar

Condition 3:d(t1,t2) > fr



The first two conditions avoid Type 1 and Type 2 conflicts be-
tween transmitters and receivers of different transmissioThe
third condition avoids Type 3 conflicts.

4.3 Problem Statement

We are given a UDGQ7 = (V, E), a source node € V, and
parameters:, «, 3, wherea > 1,8 > 1. Nodes is assumed to
have the message before the broadcast is requested. Thenpisb
to compute a minimum-latency conflict-aware broadcastculee
from source node to all other nodes in the network. The schedule
must avoid all three types of conflict outlined in the netwaridel.

We assume that message transmissions proceed in synchronou

time slots. Therefore, the schedule can be representedaasigm-
ment of node transmissions to time slots. More specificé#flg,
schedule assigns to each nade= V' a time slott(u) at whichu

broadcasts the message. If a node does not transmit thegaessa

no time slot is assigned to it. In order to have a valid schedhil
nodes in the network except femust be informed by some node.
Also a nodeu can only transmit the message at tinte) only if

it has already been informed at timfesuch that’ < #(u) and v
such thatt(u) = t(v) and parallel transmissions hyandu are
conflicting. The objective is to minimizewax (t(u)), v € V.

5. APPROXIMATION ALGORITHM

In this section we present the approximation algorithmechll
Conflict-Aware Broadcast Scheduler (CABS) Before presenting
the algorithm, in the following subsection we discuss theimae
nism it employs for avoiding conflicting transmissions. ission
of the algorithm and its correctness and ratio analysis msgmted
in subsequent subsections.

5.1 Mechanism for Avoiding Conflict

Figure 2: Conflict avoidance based on transmitters

(8 + 1)r. Now, using a triangle inequality in the triangle between
t1,t2, 71 We get:d(ty,t2) > (6+1)r—r = Gr, which establishes
Condition 3. [

(mazx(a, B) + 2)r

Figure 3: Conflict avoidance based on receivers

Note that these conditions are in general stronger than ishat
needed for avoiding conflicting transmissions. That is fiossible

CABS’s mechanism for creating non-conflicting schedules is for two transmissions not to have any conflicts even if theyidd

based on using tw@onflict Graphs These graphs are constructed
in the beginning of the algorithm and subsequently condwlieen

satisfy any of these two conditions.
The following corollary follows immediately from Lemma 1a@n

CABS needs to schedule nodes for transmission. These two con the construction of conflict graph@c, andGe, :

flict graphs are denoted Wy, andGc,.. They are constructed as
follows: The graphs have the same vertices as the origiaalgr.
Each conflict graph is associated witltanflict radius which de-
termines the edges in that graph.diz, there is an edge between
two nodesu, v iff d(u,v) < maz(a+ 1,5)r. In Ge, there is
an edge between two nodesv iff d(u,v) < (maz(a, 3) + 2)r.
The following lemma shows the rationale behind creatingétte/o
graphs.

LEMMA 1. In order for two parallel transmissiont{ — r1”
and “t2 — 72" to be non-conflicting according to the network
model given in Section 4.2, it &fficientto have:
d(ti,t2) > maz(a+1,8)r V d(ri,r2) > (maz(a, 5) + 2)r.

PrROOF We know thatry, 7o must be within the transmission
ranges oft1, t2, respectively. Therefore, we hawgt:,r1) < r,
d(tz, 7‘2) S T.

If we haved(t:, t2) > maz(a+1, 3)r, as shown in Figure 2, us-
ing a triangle inequality we obtai(t1, r2) > max(a+ 1, 8)r —

r > ar, and likewise,d(t2,71) > ar. These two inequalities
satisfy Condition 1 and Condition 2 in the network model. €on
dition 3 also directly follows from the assumptiom(t:,t2) >
mazx(a+ 1, 8)r > Br.

If we haved(r1, r2) > (max(«, 3)+2)r, as shown in Figure 3,
using a triangle inequality we obtail(t1,r2) > (mazx(«a, 3) +
2)r —r > (a+ 1)r > ar, and likewised(tz,71) > ar. These
two inequalities satisfy Condition 1 and Condition 2 in thet-n
work model. From the same inequalities, we can obigin, r2) >

COROLLARY 1. In order for two parallel transmissiont; —
ri" and “ty — r2” to be non-conflicting according to the net-
work model given in Section 4.2, itssifficientto have: (¢, t2) ¢
E(Ge,) V (r1,12) ¢ E(Ge,).

5.2 Algorithm Description

CABS uses a layer-by-layer technique to compute the braadca
schedule. The process starts with creating a Breadth Feestc8
(BFS) tree rooted at source nosde All the nodes in the network
are then partitioned into a set of layers according to theptls
in the BFS tree. CABS informs nodes at some depomly after
it has informed all the nodes at depthso 7 — 1. A Maximal
Independent Set is formed along the BFS tree, and the brstadca
progresses along the nodes in this independent set. Foltagarh
1, first a set of transmissions are used to inform the nodes tinem
independent set at that layer. Then, those independentravde
scheduled to inform their neighbors. All parallel transsioss are
scheduled by consulting the conflict grafhis, andGc,. to ensure
that they are non-conflicting. The following paragraphslaixpthe
algorithm in more detail.

Once the BFS tre@’zrs has been formed, the nodes are par-
titioned into layerslo, L1, ..., Lr according to their depths in the
BFS tree.R denotes the radius of graghwith respect tos, which
is equivalent to the height of the BFS tree. Then, an NISs
formed induced by a non-decreasing order of depth of nodes in
Tsrs. Thatis, the nodes are considered for inclusioWibased



Layeri — 1

Layeri + 1

Figure 4: Scheduling broadcast in layer:

on a non-decreasing order of depth in the BFS tree.U,atenote
the set of all nodes itV which are at layei in Tsrs. As a result

of this partitioning, all the nodes i& are partitioned intaR + 1
disjoint subseté/y, Ui, ..., Ur. The algorithm then useR + 1 it-
erations to broadcast the message layer by layer using tesrio

Uy, ..., Ur, such that after each iteratianall nodes at layet are
informed. During each iteratiof) two tasks are performed. First,
a coverUC; of U; is formed, such that all the nodes inC; are

at layers up ta — 1, and thus have been informed before the start
of iterationi. Then, the auxiliary procedui®ub-CABSis used to
produce a sub-schedule for delivering the message tramto U .

The second step in each iteration is producing a sub-sahéddul
broadcasting the message frdm to all their uninformed neigh-
bors inG. This task is handled by Sub-CABS as well. Figure 4
depicts the two steps involved in each iteration. Gray egckp-
resent nodes ilV; and white circles represent other nodes at layer
iin Ters. Solid arrows represent transmissions scheduled for in-
forming nodes inU;. Dashed arrows represent the transmissions
scheduled in the second step, where nodé$ inform all their un-
informed neighbors. Algorithm 1 shows the pseudocode foBSA

Algorithm 1 Conflict-Aware Broadcast Scheduler
ProcedureCABS(G = (V, E),r, «, 3, s)
: Go, <« Conflict-Graph (G, maz(a+ 1, B)r)
: G, < Conflict-Graph (G, (maz(«, 3) + 2)r)
. Ters < Breath-First-Search(G, s)
: U «— MIS(G) induced by non-decreasing depths/igrs
R «— Height(Tsrs)
: PartitionU into Uy, ...
for i «— 0to R do
UCi — (Z)
for u € U; do
IfUC; N N(u) = 0thenUC; «— UC; U {any informed
neighbor ofu}
end for
SUb-CABS(Ui, —, UOZ, GCT)
W; « set of all uninformed neighbors &f;
Sl.lb-CABS(Ui7 -, WL', Gct)
end for

7UR

11:
12:
13:
14:
15:

Sub-CABS is a generic procedure which can produce a conflict-
aware sub-schedule for delivering the message from a sedrus-t
mitting nodes to a set of receiving nodes, provided that dheér
is a cover for the latter. More specifically, it is given fouarpme-
ters. The first parametd? is a set of independent nodes in original
graphG. The third parametef) specifies a second set of nodes.
The second parameter determines the direction in which #® m
sage should be delivered. A symbolic value ef™ for third pa-
rameter indicates that the message should be delivered tirem
nodes in@ to the nodes iP. Likewise, a symbolic value of-"
indicates that the message should be delivered from thesrinde
to the nodes ir). The last parameter passed to this procedure is a

Procedure 2Broadcast Sub-Scheduler
Procedur&Ssub-CABS( P, direction, Q, Gc)
: Find a proper node coloring 6f¢|P]

2: | < number of colors used in 1.

3: 51, vy Sl — (Z)

4: for u € P do

5: if direction ="<+" then

6

7

8

[En

v <« any neighbor of; in Q
SColo'r(u) — SColo'r(u) U {'U}
else ifdirection ="—" then
9 SColo'r(u) — SColo'r(u) U {U}
10: endif
11: end for
12: Output non-empty sefsi, ..., S;

Procedure 3Conflict Graph Constructor
ProcedureConflict-Graph (G = (V, E), r.)

1: Create new grapt’ = (V', E)

22V —V,E 0

3 Vu,v € V,if d(u,v) < rcthenE’ — E' U (u,v)
4: ReturnG’ = (V', E')

conflict graphG¢. Depending on whether the independent nodes
P are transmitting or receivingy ¢ takes the value afi¢, or G¢,.,
respectively.

When Sub-CABS is requested to create a sub-schedule from the
setUC; to the setl;, it is given G¢,. as the conflict graph. Sub-
CABS creates the sub-schedule by creating a proper noderaplo
of G, [P] = Ge,.|U;]. Each node’s assigned color index deter-
mines when it is scheduled to receive the message: All nodtes w
the same color are scheduled to receive at the same timé&lsides
with different colors are scheduled at different time slots

For the second step in each iteration, Sub-CABS is requested
to create a sub-schedule from the &gtto their neighbors. In
this case, it is givertzc, as the conflict graph. Sub-CABS creates
the sub-schedule by creating a proper node coloringef[P] =
Gc,|U;]. Each node’s assigned color index determines when it is
scheduled to transmit: All nodes with the same color arechdeed
to transmit at the same time slot.

After R + 1 iterations, all the nodes in the network are going
to successfully receive the message. Moreover, the createst-
ule will have no conflicting parallel transmissions. We prakhese
claims in the following section.

5.3 Correctness Analysis

In this section we prove the correctness of CABS. We alsogrov
that the generated schedules are valid based on our netvoal&l m
In order to inform nodes it/; in each iterationi, CABS uses
a coverUC; for U; such that nodes itV C; have already been in-
formed before the start of iteration The following lemma states
that such a cover can always be formed.

LEMMA 2. In each iteration:, CABS is able to find a cover
U(C; for U; such that the nodes itiC; are informed before itera-
tion i. In other words, for any node in U;, there is at least one
nodev € V such that{u, v) € E andv has already been informed
before the start of iteration.

PROOF We prove the lemma by induction @n The base case
is trivially true fori = 0 becausd/, = {s}, ands already holds
the message before the algorithm starts. We assume thantinesl
holds for layer9) throughi — 1 and prove the statement for layer



i. Letu be any node ifV;. Consider any neighbar of w in layer In order to prove an upper-bound for CABS, we calculate an
1 — 1. u is guaranteed to have at least one such neighbor. Clearly, upper-bound on the number of time slots consumed by each invo
v ¢ U;—1 because otherwise its neighbar, could have not been cation of Sub-CABS. Sub-CABS creates the schedules based on
included inU;. On the other hand, the specific construction of proper node coloring ofic, [P] andGc¢,.[P]. We prove that such

U induced by a non-decreasing order of depths of nodg%ins a proper node coloring needs at most a constant number akcolo
dictates that must have had some neighbotip<<;—1 U; which independent of the number of nodesAror Q.
has prevented the inclusion ofin U;—,. This implies that is As noted in Section 4.1, the number of colors needed for agorop
going to be informed by that neighbor by the second call to-Sub node coloring ofG is bounded by*(G) + 1. So the analysis is
CABS in some previous iteratiop 0 < j < i — 1. Therefore, reduced to bounding the inductivity 6, [P] andGc,.[P]. The
nodewv can be scheduled to informin iteration:. [ following lemma establishes this bound.

We now prove the correctness of Sub-CABS. LEMMA 4. The inductivities of7¢, [P] and G¢, [P] have an

upper-bound oD (a?) in each invocation of Sub-CABS.
LEMMA 3. Sub-CABS is correct, and produces schedules with

- . PROOF First, consideiG ¢, [P]. Two nodesu, v must be non-
non-conflicting parallel transmissions.

adjacent inG¢, [P] if we haved(u, v) > (a+ 1)r. This constraint
PrROOF. Correctness of Sub-CABS follows easily from its re- limits the possible region in which the neighbors of any nede

quirement that the transmitting set must be a cover for tbeiviang in G¢, [P] can reside. We use this constraint to upper-bound the
set. minimum degree ofZ ¢, [P], which, in turn, upper-bounds the in-
For proving its adherence to the network model, we consigler t  ductivity of this subgraph, according to the definition adurtivity
separate cases: given in Section 4.1.
Case 1.Sub-CABS is asked to deliver the message from some  Consider the bottom-most nodén this subgraph. All neighbors
set@ to an independent sét. In this case, the conflict grapghc,. of v must lie in the half-annulus centeredatwith radii 5 and
is used. The procedure performs the partitioning based oopep (a + 1)r as shown in Figure 5.

node color ofG¢,.[P]. Consider two nodeg:,p, which have
received the same color. Due to the proper node coloring,done = T
p1, p2 Must be non-adjacent id¢,. [P]. Due to the construction of
Ge,.[P], this implies thati(p1, p2) > (maz(a, 3) + 2)r. There-
fore, according to Lemma 1, any parallel transmissiongtqs
are non-conflicting. Therefore, they can receive the mesaathe
same time slot from any of their respective neighbor®in

Case 2.Sub-CABS is asked to deliver the message from an in-
dependent sdP to some sef). In this case, the conflict graghic,
is used. The procedure performs the partitioning based oopep
node coloring ofG¢, [P]. Consider two nodeg,, p. which have
received the same color. Due to the proper node coloring,done
p1, p2 Must be non-adjacent i, [P]. Due to the construction of
Ge, [P], this implies thatd(p1, p2) > maxz(a + 1,8)r. There-

fore, according to Lemma 1, parallel transmissions fganp. are Figure 5: Bounding minimum degree ofGc, [P]
non-conflicting. Therefore, they can broadcast in parédl@form
their neighbors irQ. [ The minimum degree of/ ¢, [P] cannot be more than the max-

imum number of nodes fron® that can be a neighbor of Since
the nodes inP are independent i@, their pairwise distances must
be greater tham. For each node € P consider a disk with ra-
dius 5 centered ap. Let H denote the set of all such disks for all
the neighbors of in G¢, [P]. Since the pairwise distances of the

PROOF In each iteration, the second call to Sub-CABS informs centers of these disks is greater thathen the disks must be non-
all the nodes covered b;. SinceU = Ug<;<rU;, all nodes in intersecting. Moreover, any point on a disk & is at a distance
V'\ U are going to be informed after all iterations. Likewise, the at most(a + 1)r + £ from v. Therefore, the number of nodes in
nodes inJ are informed as a result of the first calls to Sub-CABS in  H is upper-bounded by the number of non-intersecting diskis wi
each iteration. In addition, the order of calls ensuresahatodes radiusg whose areas are completely contained within the gray area
in U; receive the message before they are scheduled to inform thei shown in Figure 5. Therefore, the maximum valugdf is:
neighbors. Therefore, CABS is correct.

We are now ready to show the correctness of CABS.

THEOREM 1. Schedules produced by CABS are both correct
and non-conflicting.

Since all time slot assignments in CABS are actually done by 1 3 \2 3\ r 1 sra2
Sub-CABS, from Lemma 3 it follows that CABS produces non- - ((a + —)r) +2 <a + —) rs — T (—)
conflicting schedules. [ |H| < 2 2 . 2) 2 2 \2

- T
5.4 Performance Ratio Analysis m (5)

In this section we prove the approximation ratio of CABS. We — ofas? ? n 4 at3)

compare the performance of our algorithm against the trioveer o 2 T 2

bound of R, which is the radius of grapty with respect tos. In _ O(a2)
order to simply our analysis, for the time being we assunte be

equal tos. Under this assumption the conflict radii of graghis, Likewise, for G¢,.[P], considering the area of a half-annulus
andGc, change tqa + 1)r and(« + 2)r, respectively. with radii £ and(a+2)r gives a similar upper bound 6f(a*). [



As shown in the proof of this lemma, we rely on the indepen-
dence of neighboring nodes for upper-bounding their nunmkies
is why the node coloring is always done based on the indepénde
setP.

The following corollary follows immediately from Lemma 4.

COROLLARY 2. Each invocation of Sub-CABS uses at most
O(a?) time slots.

We are now ready to prove the approximation ratio of CABS.

THEOREM 2. The schedule generated by CABS is at most a
constant ratio from the optimal solution.

PrROOFR CABS consists of R+ 1) iterations, each one of which
makes two calls to Sub-CABS. Looking more carefully, we cn o
serve that; is always empty becaudé, = {s} and none ofs's
neighbors at layet can be inU due tos. Therefore, CABS needs
exactly R iterations. On the other hand, according to Corollary 2,
in each iteration Sub-CABS can produce a schedule withincst m
O(a?) time slots. Therefore, the total number of time slots con-
sumed by CABS i©)(a?) R, which gives a constant approximation
ratio. [

Assuminga # (3, the approximation ratio of the CABS turns
out to beO((max(a, 8))*)R.

5.5 Alternative Analysis

The argument in the previous section is based on bounding the

area used by independent nodes in the half-annulus. We oan pr
vide a tighter analysis by partitioning the half-annulumisubre-
gions such that each subregion can hold at most one independe
node. Figure 6 shows one such possible partitioning.

The pointscy, c1, ..., ¢, divide the line betweer, andc,, into
n + 1 pieces. The distances of points, ci, ..., c, from v are
r0,71,..., Tn respectively, such thati : r; < r;,+1. Note that
ro randry, (e + 1)r. Usingn + 1 arcs centered at
and radiiro, r1, ..., 7n, We partition the original half-annulus into
n smaller half-annuli. We denote the half-annulus between, ¢;
by p;. Each half-annulug; is further divided intat; sectors as fol-

lows. We let3; = ki We then drawk; + 1 lines fromv forming

anglesk3;, 0 < k gz k; with line coc,, to create the sectors. All
sectors created using these lines are going to be equal. thite
Figure 6 shows only one sector for each half-annulus. Wetdeno
the area of each sector jin by A;.

In order for each sector to hold at most one independent node,
the distance between any two points inside it must be at mdst
particular, length of the diagonal line connecting thetfast points
on its perimeter must be at mastOne such diagonal is drawn for
p; in Figure 6. Using law of cosines, we should have:

2 4r? =2 aricosfBi <7, 1<i<n

In order to minimizek; and get as few sectors as possible, we
prefer this number to be as closertas possible.
The area of each sectdl; is:

Ai =18 —ri1fi

The entire area of the original half-annulus, is:

1<i<n

1
A:§ﬂ'

Because the sum of the area of all sectors on all half-anrugi m
be equal taA, we obtain:

((a+ 1)7")2 - %71'7"2

(a+1)r

Figure 6: Partitioning neighborhood of v

™ ™ ™
— — Ao+ ...+ —A,
5 B B "
Using the above constraints, together with a boundhptike
n = 2(a + 1), we can create a programming system to determine
optimal values fok;, 1 < ¢ < n with the objective of minimizing:

A= A+

n n

k=Y =

Note that we allow consecutive points_1, ¢; to coincide. In
such case the half-annulgs vanishes, and we st = 0.

The optimal value for the objective function in this systepper-
bounds the number of independent nodes in the neighborHoad o
One way to solve this system is using the local maximum method
and maximizingA; for eachi. This in turn determines values of
Bi, ;. Although solving this system gives a better constant com-
pared to the method in Section 5.4, the constant is@fitt?). This
is to be expected because asymptotically the ared the neigh-
borhood grows as rapidly as’, while the coverage area of an in-
dividual neighbor is independent afand stays constant.

6. HEURISTIC GREEDY ALGORITHM

In this section we preseitCABS, which is an alternative algo-
rithm for computing a broadcast scheduleGin Although we do
not prove a bound on this algorithm, the experimental evaoa
presented in Section 7 demonstrates its ability to geneffitéent
schedules.

HCABS tries to create more efficient broadcast schedulepby o
timizing its operation in three different areas. Firstiystead of
using the conflict graphs to determine conflicting paratihsmis-
sions, it uses a manual conflict avoidance technique whibhssd
on checking individual transmitters for violation of anytbg nec-
essary conditions in our network model. This helps increhse
number of parallel transmissions which can be schedulecé¢h e
time slot.

Secondly, HCABS does not follow a layer-by-layer approach,
where all the nodes in a BFS layer must be informed before the
broadcast can proceed to the subsequent layers. Insteg&B$IC
considers the set of all informed nodes at any point in timpaas
tential transmitters. By scheduling parallel transmigsim multi-
ple layers, we can take advantage of the spatial distribuifadhe



transmitters to schedule more non-conflicting transmissio each
time slot.

The third optimization in HCABS is in deciding how to break
the ties between conflicting transmissions at any step. Alrab
approximation algorithms and heuristic algorithms diseasso far
[1, 6, 9] use some criteria to give priority to particularrtsanis-
sions in a set of conflicting transmissions. Usually, theniy is
given to the transmitters with more neighbors in the networkhe
transmitters with more children in the BFS tree. In orderreate
a more efficient algorithm, we designed a few candidateréite
decrease the latency of the broadcast.

For instance, we made the observation that most of the time th
source node is not located in the center of the network. I suc
cases, there is a region in the network which is the fartmest the
source. The nodes in this region are most probably the latgano
that are informed during the broadcast. Therefore, theactlir de-
termine the latency of the broadcast. Consider the comratiait
routes that connect the source to this region in the netwdnle can
imagine that prioritizing the expansion of the broadcashglthese
routes can decrease the broadcast latency, as any delagdiadse
routes can directly increase the final latency. Based omobssrva-
tion, we experimented with giving priority to the nodes whitave

16:
the most number of descendants in the BFS tree, as such nedes a 17:

more likely to be on the routes to the farthest points in thevaek.
Based on the same observation, we also tried giving pritwithe
transmitters with larger heights in the BFS tree.

On the other hand, since the ultimate goal of the broadchstisc
ule is to inform all the nodes in the network, we tried follogia
greedy rule to locally optimizing the progress rate of theslicast
by informing as many nodes as possible with each new transmis
sion. This greedy rule gives priority to transmitters whigtve the
highest number of uninformed neighbors at that point in tifitee
pseudocode for HCABS, which employs this greedy optimizati
is given in Algorithm 4.

HCABS maintains the set of all informed nodes in thedetive.
This set is initialized to include only the source. Then, anbar
of iterations are followed until all the nodes in the netwark in-
formed. During each iteration, a priority queitR is initialized
with the set of all nodes irlctive. Transmitters are extracted from
the priority queue one by one and are considered to be sakdul
After scheduling a transmission, the algorithm perfornesdhecks
in lines 10-12 to remove fron® R any transmitters which would be
conflicting with the just scheduled transmission for the saime
slot. This process continues until as many transmissiopessible
are scheduled for the current time slot, at which point ther@thm
proceeds to the next iteration.

The simulation results in the next section show the perfocaa
of HCABS under any of the above-mentioned tie-breakingedeit

7. EXPERIMENTAL EVALUATION

This section presents the experimental evaluation of oar pr
posed algorithms through simulations. To make compari$aa-o
sults easier, the network settings and parameters werechos
be comparable with simulations performed by Chen et al. fit] a
Gandhi et al. [6]. More specifically, we placed the nodes in a
square of side 500 meters. The transmission ranges of nagles w

Algorithm 4 Greedy Broadcast Scheduler
ProcedurddCABS(G = (V, E),r,«, 3, s)
1: Inf « {s}, Active < {s},Time «— 0
2: Priority QueuePR: key(u € PR) = |N(u) \ Inf|
3: while Inf # V do
PR « Active, S « 0
while PR # () do
u «— Extract-Min(PR)
Active — Active \ {u}
if N(u)\ Inf # 0 then
From PR remove all nodesy whose transmissions
would conflict with the scheduled transmission ty
as follows:
Vv € PR: Yw € N(v) \ Inf, if d(u,w) < ar then
PR «— PR\ {v}
Vv € N(u) \ Inf: Vw € PR, if d(w,v) < ar then
PR «— PR\ {w}
Vv € PR, if d(u,v) < frthenPR — PR\ {v}
Schedule: as follows:
S — SuU{u}
for w € N(u) \ Inf do
Inf — InfU{w}
Active — Active U {w}

COoNAOR

11:

12:
13:
14:
15:

18: end for
19: end if
20: end while

21:  Time «— Time+1
22:  Schedul& in time slotTime
23: end while

We simulated three algorithms. These included the two algo-
rithms presented in this paper plus the recently introdwd&dal-
gorithm by Chen et al. [1], which they claim to be the besttixis
algorithm [1] for this problem based on their simulations alll
experiments, the three algorithms were run against the saief
random graphs.

The IAB algorithm was discussed in Section 3. It schedules th
broadcast layer by layer according to the depths of the niodbs
BFS tree. In each iteration, some nodes at layare used to in-
form all the nodes at layer+ 1. IAB gives priority to transmitters
which are closer to the souree More specifically, it sorts trans-
mitters based oiuclidean hopdrom source, i.e[d(u, s)/r|. If
two nodes have the same value, the node that covers a node with
smaller Euclidean hops from the source is given priorityy Airs
are broken using the number of covered nodes. Since IAB does
not consider Type 3 conflicts, for the purpose of this evadnatve
slightly modified its implementation to let it produce cocfiaware
schedules. More specifically, we augmented its conflict kingc
code with a single line of pseudocode similar to line 12 indAlg
rithm 4. We also had to fix a bug in IAB to help it avoid all sousce
of Type 2 conflicts. More specifically, IAB was missing a linke o
pseudocode similar to line 11 in Algorithm 4.

Figure 7 is a plot of the latency of the schedules produced by
IAB, CABS, and HCABS. It shows the average latency of the al-
gorithms over the 100 sample graphs for any number of nodss. A

set to 100 meters. The number of nodes were varied from 10 to shown in the figure, HCABS consistently outperforms the othe

300 in increments of 10. The interference range parametand
the carrier sensing range parameterere both set t@. In all the
experiments, the network nodes were placed randomly witreén
square. All the experiments were performed on connectguhgra

two algorithms. In sparser networks (less than 70 noded, itA
slightly outperforming CABS. However, as the number of rode
increases, CABS performs much better than IAB. As we go above
200 nodes, both the approximation algorithm and the héuast

Each experiment was run 100 times and the average values weregorithm seem to be converging on some fixed values. However,

used to plot the figures.

IAB is showing a seemingly linear growth rate.



50
45 |
40t
35 [
30 |
25 |
20

Average Latency

15

10 +

150 200 250
Number of Nodes

100 300

Figure 7: Average latency of algorithms

In fact, we expected all the algorithms to nearly converdexeml
values after a certain point. This is because intuitiveéyehpected
latency is mostly determined by the height of the BFS trethera
than by the number of nodes. But, since the area of our netisork
limited, after a certain point the height of the BFS tree camgnow
any further. Since a single transmission can inform all theéeas in
the neighborhood of the transmitter, an increase in the earab
nodes without an impact on the height of the BFS tree shouid no
add much to the latency. Figure 8 shows the average heigheof t

BFS tree for any given number of nodes in our sample graphs. As

seen in this figure, beyond about 130 nodes, the height of B& B

tree converges to about 6.25. The BFS height can be higher for

some sparser networks, since the lower connectivity amodgs
in sparser networks can result in some longer paths.
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Figure 8: Average BFS height

Figure 9 plots the averaggptimality ratio of the broadcasts for
the three algorithms. The optimality ratio is calculateddbsiding
the latency by the height of the BFS tree, which serves aialtri
lower bound for the algorithms. The average optimalityasif
IAB, CABS, and HCABS on all 3000 tested graphs were 4.25,,3.22
and 1.57, respectively. CABS'’s average performance is 32%eth
than IAB. HCABS's average performance is, in turn, 105%édrett
than CABS. We remark that we could improve the efficiency of
CABS by adapting the optimizations introduced in HCABS. How
ever, we left this improvement out so that we can better eshthe
operation of the algorithms.
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Figure 9: Average optimality ratio of algorithms

There are two major reasons for the better performance of the
heuristic algorithm in comparison with the approximatidgca
rithm. Firstly, the approximation algorithm uses a layg+kyer
approach, whereas the heuristic algorithm scheduleslglarains-
missions in more than one layer. The greater distances batwe
transmitters in different layers lowers the probabilityesicounter-
ing conflicts. Secondly, the approximation algorithm usesreser-
vative approach to avoiding conflicts, which is based ongitie
two conflict graphsG¢,, Ge,., as discussed in Section 5.1. This
is while the heuristic algorithm employs a finer conflict alarice
technique, which can increase the number of parallel tresssoms.

Comparing CABS with IAB, we can see how this conservative
conflict avoidance technique makes CABS perform slightlysgo
than IAB on sparser graphs. IAB uses a manual conflict aveiglan
technique similar to HCABS. As the network becomes moreelens
the manual conflict avoidance technique produces outpuishwh
are similar to the conservative technique. This is becaesproba-
bility of actually encountering a node in the areas whichbdiredly
avoided by the conflict graphs approaches one. Howeveralbver
CABS's performance is better than IAB, especially in denssr
works. One factor in favor of CABS is that its broadcast peatse
along an independent set. Since the nodes in the indepeseent
are relatively farther from each other, the probabilityt tteey en-
counter conflicts during either reception or transmissiecreases.
Moreover, in CABS, nodes in the independent set inform nét on
their children in the lower layer, but also some of their héigrs
at the same layer. This makes the set of receivers for eaettidte
more scattered as well, which, in turn, increases the oppivytfor
scheduling non-conflicting transmissions for informingrih This
is while for IAB all receivers are at the same layer and cotflare
more likely to occur in parallel transmissions.

However, we identified the main reason behind IAB’s poor per-
formance to be in its tie-breaking criteria, which priarés trans-
mitters that closer to the source. Figure 10, which showsthie
of the network at some point during the broadcast, helpsa@xpl
this phenomenon. The shaded regions represent parts oethe n
work which are informed. Only the nodes which reside in thieou
shaded region have uninformed neighbors and are poteraia-t
mitters. Such nodes are represented by dark circles, wiileew
circles represent the uninformed nodes. Among the potéraizs-
mitters, |AB prioritizes the ones which are relatively @ogo the
source. However, when a node is closer to the source, the unin
formed area that it can inform becomes smaller. Such tratensi
can inform as few as one or two nodes, even in a dense network.



Nonetheless, due to conflict avoidance, they prevent the refr
ficient transmitters in the outer parts from being schedireithe
same time slot. This effect slows down the expansion of thadbr
cast. In addition, since transmitters are always beingamh@om
the most interior parts of the informed region, a high petaga of
all nodes in network are scheduled to transmit at some pdis

is why IAB’s performance seems to be proportional to the neimb
of nodes.

9.
(1]

(2]

(3]

Figure 10: Demonstration of the slow expansion phenomenon [4]

To gain better insight into this phenomenon, we devised an ex
periment. We designed a number of similar heuristic alpor#
that work exactly like HCABS, but use different criteria tdqui-
tize transmitters. In addition to the criteria mentione®ection 6,
we experimented with prioritizing transmitters based anftilow-
ing measures: distance from source, Euclidean hops fromcsou
number of neighbors, depth in the BFS tree, and finally, based
node IDs to simulate a random selection.

Table 1 compares the performance of these heuristic ahgasit
For each instance, the average optimality ratio over all30@0
sample graphs is listed. It is interesting to see that manhef
chosen optimizations actually degrade the performancéeft-
gorithm. This is because any criteria which is based on thelio
ogy of the network, is likely to put physically adjacent nedé the
network in close positions in the priority order as well. Aw&n
in Figure 10, this can aggravate the slow expansion phenomen
Table 1 also shows that it is better to prioritize nodes wlaoh
farther from the source rather than the nodes which are rctose
the source. This is in line with the observation that farthedes
are more effective in rapidly expanding the informed regibthe
network during the broadcast.

8. CONCLUSIONS

The interference range and the carrier sensing range are two
important parameters that can determine conflicts betwaeal-p
lel transmissions in wireless networks. In this paper weleygul
these parameters to develop a conflict-aware network matieth
we used to study the problem of minimum-latency broadcdwsdd-
ing. We presented a constant approximation algorithm fa th
problem under our network model. The correctness of our-algo
rithm and its approximation ratio were proven in detail. Vi&oa
provided a more efficient heuristic algorithm for the sanabjgm.
Experimental results were provided to evaluate the perdioca of
our solutions and show that they outperform existing atbars.

In addition, we analyzed the discussed algorithms to jiskiéir
performance trends.

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

Table 1: Comparison of heuristic algorithms

Selection Criteria Avg. Ratio
Larger number of uninformed neighbors (HCAB$) 1.57
Larger number of BFS descendants 2.26
Larger Euclidean hops to source 2.38
Larger BFS depth 2.41
Larger node ID (Random) 2.43
Larger BFS height 2.47
Larger number of neighbors 2.60
Larger distance to source 2.69
Larger number of neighbors 2.60
Smaller Euclidean hops to source (IAB) 3.28
Smaller BFS depth 3.35
Smaller distance to source 5.24
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